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Acoustic reverberation is one of the most relevant factors that hampers the localization of a sound source
inside a room. To date, several approaches have been proposed to deal with it, but have not always been
evaluated under realistic conditions. This paper proposes exploiting spatial diversity as an alternative
approach to achieve robustness against reverberation. The theoretical arguments supporting this
approach are first presented and later confirmed by means of simulation results and real measurements.
Simulations are run for reverberation times up to 2 s, thus providing results with a wider range of validity
than in other previous research works. It is concluded that the use of systems consisting of several, suf-
ficiently separated, small arrays leads to the best results in reverberant environments. Some recommen-
dations are given regarding the choice of the array sizes, the separation among them, and the way to
combine SRP-PHAT maps obtained from diverse arrays.

� 2022 Published by Elsevier Ltd.
1. Introduction

While sound source localization (SSL) has been an active
research topic for a long time, during the last years the develop-
ment of both wireless sensor networks [1] and computational anal-
ysis of sounds [2] has renewed its interest for some applications,
such as surveillance [3]. Developing robust SSL systems in order
to make these applications feasible is still an open research issue
[4]. Reverberation is one of the factors that most significantly com-
promises the robustness of these systems, even in the case of short
reverberation times [5].
1.1. Problem statement: Effect of reverberation on sound source
localization using the GCC

SSL algorithms can be grouped into three broad types [e.g. 6]:
one-stage beamforming, two-stage time delay, and high-
resolution spectral estimation-based methods. The first one is
based on maximizing the sound source power over an evaluated
region, the second one is based on calculating the time difference
of arrival (TDOA) for each pair of microphones as a first stage,
and the third one implies calculating eigenvalues of multiple signal
correlation matrices (e.g. MUSIC). In complex acoustic scenarios
where the audio signals are harmed by multi-path reflections
due to reverberation, the performance of all these algorithms is
degraded.

Being able to estimate the TDOA of the acoustic signal to two
different microphones is at the core of sound source localization
algorithms, being it either explicitly as in two-stage algorithms,
or implicitly as in both one-stage and spectral estimation schemes.
One of the most widely used tools for estimating the TDOA is the
generalized cross-correlation (GCC) [7,8]. Therefore, analyzing the
effect of reverberation on the GCC can lead to conclusions that
are valid for the majority of SSL algorithms.

Given a sound signal s tð Þ generated by an acoustic source placed
at position~rs, the sound captured by such microphones, i and k, can
be expressed as:

mi tð Þ ¼ hs;i tð Þ � s tð Þ ð1Þ
mk tð Þ ¼ hs;k tð Þ � s tð Þ;
where only the signal distortion caused by the acoustic transfer
function h has been considered. Under anechoic conditions
hs;i tð Þ ¼ d t � ss;i

� �
, where ss;i is the propagation delay between the

source and the microphone i:

ss;i ¼ c � k~rs �~rik; ð2Þ
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being c the sound velocity,~ri the position of microphone i, and k � k
the Euclidean norm. The same definitions apply to microphone k.
Thus, under such conditions, the following identities hold true:

mi tð Þ ¼ s t � ss;i
� � ð3Þ

mk tð Þ ¼ s t � ss;k
� � ¼ mi t � Dsikð Þ;

where Dsik ¼ ss;k � ss;i is the TDOA, which can be estimated from
the cross-correlation, i.e. the GCC, between mi tð Þ and mk tð Þ .

However, the response of the acoustic channel in reverberant
environments cannot be assumed to be a mere delay. Instead,
the sound signal undergoes some delay spreading, and each chan-
nel impulse response can be written as the sum of a direct path
plus a reverberant component:

hs;i tð Þ ¼ d t � ss;i
� �þ hr

s;i t � ss;i
� � ð4Þ

hs;k tð Þ ¼ d t � ss;k
� �þ hr

s;k t � ss;k
� �

;

where hr
s;i tð Þ and hr

s;k tð Þ are delay spread models and are assumed to

be null for t < 0. In general, hr
s;i tð Þ and hr

s;k tð Þ will be different, since
both microphones are not placed in the same position, and the iden-
tities in (3) are not valid:

mi tð Þ ¼ s t � ss;i
� �þ s t � ss;i

� � � hr
s;i tð Þ ð5Þ

mk tð Þ ¼ s t � ss;k
� �þ s t � ss;k

� � � hr
s;k tð Þ –mi t � Dsikð Þ:

The GCC between signals mi tð Þ and mk tð Þ is defined as [8]:

Rik sð Þ ¼
Z 1

�1

Mi xð ÞM�
k xð Þ

w xð Þ � ejxsdx; ð6Þ

where Mi xð Þ and Mk xð Þ, respectively, are the Fourier transforms of
the microphone signals mi tð Þ and mk tð Þ; w xð Þ is a frequency
weighting function, ⁄ means complex conjugation, and j is the imag-
inary unit. The use of the phase transform (PHAT) weighting has
been shown to be advantageous in reverberant environments [9].
If this weighting is used, then the GCC evaluated at time lag s can
be calculated as:

Rik sð Þ ¼
Z 1

�1

Mi xð ÞM�
k xð Þ

2p Mi xð ÞMk xð Þj j � e
jxsdx; ð7Þ

Under anechoic conditions, the microphone signals satisfy (3).
Therefore:

Rik sð Þ ¼ R1
�1

Mi xð ÞM�
i xð Þ

2p Mi xð Þj j2 � ejx sþDsikð Þdx ¼ 1
2p

R1
�1 ejx sþDsikð Þdx

¼ d sþ Dsikð Þ;
ð8Þ
Fig. 1. Comparison of the GCCs for the same pair of microphones and sound source pos
microphone separation equal to 0.5 m (left) and 3 m (right).

2

where d sð Þ is the Dirac delta function. The shape of Rik sð Þ under ane-
choic conditions is illustrated in Fig. 1. However, the GCC in rever-
berant conditions cannot be assumed to be an impulse, according to
the model in (5):

Rr
ik sð Þ ¼ R1

�1
S xð Þ 1þHr

s;i xð Þð ÞS� xð Þ 1þHr
s;k

� xð Þð Þ
2p S xð Þj j2 1þHr

s;i xð Þj j 1þHr
s;k

� xð Þj j � ejx sþDsikð Þdx

¼ 1
2p

R1
�1

1þHr
s;i xð Þð Þ 1þHr

s;k
� xð Þð Þ

1þHr
s;i xð Þj j 1þHr

s;k
� xð Þj j � e

jx sþDsikð Þdx

¼ 1
2p

R1
�1

1þHr
s;i xð ÞþHr

s;k
� xð ÞþHr

s;i xð ÞHr
s;k

� xð Þð Þ
1þHr

s;i xð ÞþHr
s;k

� xð ÞþHr
s;i xð ÞHr

s;k
� xð Þj j � e

jx sþDsikð Þdx;

ð9Þ

being S xð Þ and Hr
s;i xð Þ Fourier transforms of the acoustic signals s tð Þ

and hr
s;i tð Þ, respectively. Reverberation has a negative impact on the

estimation of relative time delays because the delay spread intro-
duced by the acoustic channels causes secondary peaks in the
GCC, due to the fact that mk tð Þ –mi t � Dsikð Þ, and these additional
peaks can lead to wrong estimations of the TDOA Dsik [5,10–12].
This effect is illustrated in Fig. 1, where the GCC function for two
pairs of microphones is plotted under both anechoic and reverber-
ant conditions. Note that the presence of reverberation causes the
appearance of secondary peaks in the GCC (left plot), and it may
even lead to a significant shift of the main peak (right).

Therefore, reverberation poses the challenge for SSL systems of
producing localization estimates that are robust against the distor-
tion introduced in the GCC or, more generally, in algorithms for cal-
culating TDOA.

1.2. State of the art

Calculating steered-response power (SRP) maps has shown to
be one of the sound source localization algorithms providing the
highest robustness against reverberation [9,13], especially when
the phase transform is used to calculate the GCC function
[12,14,15]. Note that this approach does not explicitly rely on
TDOA estimates, it is a one-stage algorithm. Instead, SRP maps
are built directly from the GCC function. This eliminates the impact
of erroneous TDOA estimation, though secondary peaks of the GCC
still affect the localization results. It is known that in general cir-
cumstances the robustness of SRP-based algorithms can be
enhanced by increasing the number of microphones in the array
[9], and by averaging frame-based GCCs in the case of speech sig-
nals [13].

Given that reverberation is to a greater or lesser extent present
in all real acoustic environments, a number of research works have
ition in anechoic and reverberant conditions (reverberation time, RT ¼ 0:8 s) for a



Table 1
Typical reverberation times in diverse types of facility [38].

Type of facility RT at mid frequencies

Broadcast studio 0.5 s
Classroom Conference room 1.0 s
Multipurpose auditorium 1.3 s to 1.5 s
Contemporary church Opera house 1.4 s to 1.6 s
Rock concert hall 1.5 s
Symphony hall 1.8 s to 2.0 s
Cathedral 3.0 s or higher
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been targeted at improving SSL robustness against this effect.
These may be approximately classified into three great groups:
those trying to compensate the effect of the reverberant compo-
nent of the acoustic channels hr

s;i tð Þ on the microphone signals
mi tð Þ, those attempting to reduce the relevance of the secondary
peaks in the GCC or, alternatively, reducing their effect on the
localization estimates, and those combining TDOA estimates from
several microphone arrays.

The first one of the previously mentioned groups of approaches
aims at estimating the acoustic channel between the sound source
and the different microphones to compensate for the effect of
reverberation in the original signal. One of the firstly proposed
techniques was based on cepstral pre-filtering before calculating
the generalized cross-correlation function [16]. The cepstral filter
was calculated based on the assumption that the delay spreading
filters modelling reverberation have minimum phase. The same
algorithm was later applied to binaural estimation of the direction
of arrival (DOA) [17]. Operating in the cepstral domain is computa-
tionally expensive; for this reason an alternative all-pole modeling
of the acoustic channel was proposed by Parisi et al. [18]. Alterna-
tive approaches in this group involve adaptive processing of both
signals mi tð Þ and mk tð Þ to estimate a ‘‘de-reverberated” GCC when
the sound signal is stationary [19]. Later developments propose
reducing the reverberant components of the microphone signals
by processing them in the time–frequency plane [20], or by apply-
ing iterative optimization algorithms [21,22].

The second group of approaches addresses the problem of
reverberation similarly to noise, by proposing or modifying GCC
estimators. This is the case of [15,23], where a new version of
the maximum likelihood (ML) weight for the GCC using a circular
array was introduced. Yet, different articles have reported the out-
performance of the PHAT weighting function over ML [9,10,24] in
several conditions. For this reason, a new GCC estimator that con-
sisted of a combination of both was presented in [25]. Yet another
estimator, called PHAT-b, was designed to improve the accuracy of
SSL systems for narrowband and broadband signals [26]. Some
additional algorithms have been proposed later OR in later contri-
butions for post-processing the GCC in order to smooth it [27], to
optimize the information extracted from GCC peaks [28,29], or to
select the components of the GCC most reliable for estimating
the DOA using a diffuseness mask obtained from a dereverberation
technique [30].

The idea that using systems with a large number of microphone
pairs i; kð Þ could be used to generate a large number of TDOA esti-
mates, subsequently discarding the most inconsistent ones (out-
liers), was proposed some decades ago [31]. This exploitation of
spatial diversity for achieving good localization results has also
been implicit in later proposals involving distributed arrays [e.g.
32] or even moving arrays [33]. Apart from discarding inconsistent
TDOA estimates, some other algorithmic refinements profiting
from spatial diversity have also been developed, such as improving
the weighting of consistent peaks of the GCCs obtained from
diverse arrays [34], diminishing the relevance of the signals cap-
tured by microphones more likely to being suffering from rever-
beration effects [35], or applying a transform to the GCC before
using it for estimating localization [36].
1.3. Limitations of previously published experiments

The performance analysis of sound source localization systems
carried out so far has suffered from several weaknesses. One of
such weaknesses is that many simulations have been run under
low reverberation conditions. The magnitude of reverberation is
commonly quantified by means of the reverberation time (RT).
Typical reverberation times in real acoustic environments range
3

from 0.5 s to 3 s (Table 1). However, except for the thorough eval-
uation reported by Pérez-Lorenzo et al. [12], in which the RT of the
evaluated scenarios reached 2 s, and the works of Zannini et al. [28]
and Comanducci et al. [36], who considered reverberation times up
to 1.5 s and 1.7 s respectively, the majority of the remaining pub-
lished results consider scenarios in which the RT is usually below
0.5 s (we do not consider here the results in [21], as they corre-
spond to a small room and position was estimated in a 2D plane).
For instance, acoustic conditions simulated by Champagne et al.
[11] correspond to an estimated maximum RT equal to 0.5 s;
results reported by DiBiase et al. [9] correspond to RT up to 0.2
s; Zhang et al. simulated conditions corresponding to RT equal to
0.1 s and 0.5 s [15]; Lee et al. simulated RT values from 0.2 s to
0.6 s [30]. Some related works have considered longer RT values,
but they aimed at estimating DOA instead of source position
[17,20,22,37]. Therefore, there still is a need to do further research
on the performance of SSL systems in both typical and hard rever-
beration conditions, i.e. with longer reverberation times.

An additional issue that hampers the practical implementation
of sound source localization systems is the requirement of a priori
information about the acoustic channel associated with some pro-
posed algorithms, such as that proposed by Parisi et al. [18]. One
last question that merits further research is the effect of the spatial
layout of the microphones within the array. To the best of our
knowledge, it seems that only Yu and Silverman [39] have reported
a systematic analysis of the performance of DOA estimation as a
function of microphone separation. They came to the conclusion
that large aperture arrays required over 40 cm separation between
microphones to achieve low angle quantization errors, and that
excessive separation (over 100 cm) could lead to performance
degradation due to the differences between hr

s;i tð Þ and hr
s;k tð Þ nega-

tively affecting the resulting GCC. Among the research works cited
previously, the effect of modifying the number of microphones is
only studied in [36]. To the best of our knowledge, the remaining
publications proposing the use of several microphone arrays in
reverberant environments do not specifically and systematically
analyze the effect of spatial diversity.
1.4. Research objective

Considering the previously reported literature review, the
objective of the research presented in this paper is two-fold. On
the one hand, exploitation of spatial diversity in order to improve
SRP-PHAT performance in reverberant environments is explored.
Specifically, it is shown that combining information from diverse
arrays can provide more robustness against reverberation than
some other techniques mentioned before. Moreover, the perfor-
mance of algorithms that do not require a priori information about
the acoustic channel is compared with that of SSL systems using
the standard SRP-PHAT but with microphone arrays separated at
several distances. Secondly, the effect of reverberation in SSL per-
formance is analyzed for RT values up to 2 s. This allows assessing
the feasibility of sound source localization applications in realistic
scenarios.
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The SRP-PHAT algorithm is chosen as a reference because it has
consistently shown to provide good performance in reverberation
when systematically compared to other approaches. This is true
even for some of the most recent experiments involving deep
learning approaches [36]. However, this analysis begins by evalu-
ating the impact of microphone distance on the GCC (Section 2),
which is at the core of many SSL algorithms. After that, the subse-
quent impact on SRP-PHAT maps is studied (Section 3). The valid-
ity of these analyses is confirmed by both simulations (Section 4)
and measurements (Section 5). The discussion of the obtained
results is presented in Section 6.

2. Impact of microphone distance on the GCC

2.1. Impact related to signal sampling

The GCC corresponding to two microphone signals captured by
a microphone array operating in ideal conditions has a peak at a
time delay corresponding to the TDOA (see Fig. 1). When the sound
source is sufficiently far from the array, each value of TDOA corre-
sponds to two different DOAs in two-dimensional scenarios. These
directions correspond to a certain angle �h with respect to the
straight line connecting both microphones. Thus, identifying the
time delay associated with the peak of the GCC is equivalent to
estimating the angle of arrival h. According to the geometrical rea-
soning presented by Yu and Silverman [39], the root mean square
error in estimating h due to the sampling of audio signals can be
approximated as:

rh ¼ arcsin sin hð Þ þ c

f s � dik

ffiffiffiffiffiffi
12

p
 !

� h

�����
�����; ð10Þ

where f s is the sampling frequency, and dik is the distance between
both microphones. Fig. 2 shows the values of rh as a function of this
distance for several DOAs and for f s ¼ 44:1kHz. It can be noticed
that rh is a decreasing function of distance, so the microphones
should be as separated as possible in order to minimize the error
in the DOA estimation caused by signal sampling.

2.2. Impact related to reverberation

Since both microphones are placed in the same environment,
the mean square value of the reverberant components of their cor-
responding acoustic channels is expected to be similar [40]:
Fig. 2. Root mean square error in the estimation of the DOA as a function of
microphone distance for a sampling frequency equal to 44.1 kHz.

4

E hr
s;i tð Þ

� �2� 	
� E hr

s;k tð Þ
� �2� 	

� 1� a
pSa

; ð11Þ

where E �f g is the expectation operator, S is the surface of the room
in which the acoustic source and the microphones are placed, and a
is the average wall absorption coefficient. An approximate relation
between a and the reverberation time of the room T60 is given by
Sabine’s formula [chap.8] [41]:

T60 � 0:163 � V
Sa

; ð12Þ

being V the volume of the room.
Assuming that the mean square value of both hr

s;k tð Þ and hr
s;i tð Þ is

the same, the reverberant response hr
s;k tð Þ can be written as a com-

bination of two components, one proportional to hr
s;i tð Þ and another

one independent from it:

hr
s;k tð Þ ¼ qikh

r
s;i tð Þ þ 1� qikð Þghr

s;k tð Þ; ð13Þ

where E hr
s;i tð Þghr

s;k tð Þ
n o

¼ 0. qik is the correlation coefficient for both

reverberant responses, hr
s;i tð Þ and hr

s;k tð Þ. It can be approximated by
[42]:

qik �
sin kdikð Þ

kdik
; ð14Þ

where k is the wave number corresponding to the center of the sig-
nal bandwidth. Considering (13), the numerator in (9) can be writ-
ten as:

1þ Hr
s;i xð Þ þ Hr

s;k
� xð Þ þ Hr

s;i xð ÞHr
s;k

� xð Þ
¼ 1þ Hr

s;i xð Þ þ qikH
r
s;i

� xð Þ þ 1� qikð ÞgHr
s;k

� xð Þ
þ qikH

r
s;i xð ÞHr

s;i
� xð Þ þ 1� qikð ÞHr

s;i xð ÞgHr
s;k

� xð Þ
¼ 1þ Hr

s;i xð Þ þ Hr
s;i

� xð Þ þ Hr
s;i xð ÞHr

s;i
� xð Þ

� �
þ 1� qikð Þ � �Hr

s;i
� xð Þ þ gHr

s;k
� xð Þ � Hr

s;i xð ÞHr
s;i

� xð Þ þ Hr
s;i xð ÞgHr

s;k
� xð Þ

� �
¼ 1þ 2 � Re Hr

s;i xð Þ
n o

þ Hr
s;i xð Þ

��� ���2
 �
þ 1� qikð Þ � �Hr

s;i
� xð Þ þ gHr

s;k
� xð Þ � Hr

s;i xð Þ
��� ���2 þ Hr

s;i xð ÞgHr
s;k

� xð Þ

 �

:

ð15Þ

Note that for qik ¼ 1 the second term is null, and the integral in (9)
becomes:

Rr
ik sð Þ ¼ 1

2p

Z 1

�1

1þ 2 � Re Hr
s;i xð Þ

n o
þ Hr

s;i xð Þ
��� ���2
 �

1þ 2 � Re Hr
s;i xð Þ

n o
þ Hr

s;i xð Þ
��� ���2���� ���� � ejx sþDsikð Þdx

¼ 1
2p

Z 1

�1

1þ Re Hr
s;i xð Þ

n o� �2
þ Im Hr

s;i xð Þ
n o� �2

1þ Re Hr
s;i xð Þ

n o� �2
þ Im Hr

s;i xð Þ
n o� �2���� ���� � e

jx sþDsikð Þdx

¼ 1
2p

Z 1

�1
ejx sþDsikð Þdx; ð16Þ

where Re �f g and Im �f g refer to the real and the imaginary parts,
respectively. Since the numerator is always positive, because it is
the sum of two squares, the integrand equals 1 and the GCC in
the time domain is a delayed impulse Rr

ik sð Þ ¼ d s� Dsikð Þ, as in
the case of anechoic conditions. Consequently, in the ideal case
where the reverberant responses of the acoustic channels corre-
sponding to both microphones were proportional to each other,
reverberation would not have a negative impact on the GCC, nor
on TDOA estimation. However, this would imply both microphones
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occupying the same position (dik ¼ 0), as indicated by (14), which is
not possible.

In the realistic case of qik – 1, the integral becomes:

Rr
ik sð Þ ¼ 1

2p

Z 1

�1

1þ Re Hr
s;i xð Þ

n o� �2
þ Im Hr

s;i xð Þ
n o� �2

1þ Hr
s;i xð Þ þ Hr

s;k
� xð Þ þ Hr

s;i xð ÞHr
s;k

� xð Þ
��� ���

0B@
þ 1� qikð Þ �

�Hr
s;i

� xð Þ þ gHr
s;k

� xð Þ � Hr
s;i xð Þ

��� ���2 þ Hr
s;i xð ÞgHr

s;k
� xð Þ

1þ Hr
s;i xð Þ þ Hr

s;k
� xð Þ þ Hr

s;i xð ÞHr
s;k

� xð Þ
��� ���

1CA
� ejx sþDsikð Þdx

¼ 1
2p

Z 1

�1
Aik xð Þ � ejx sþDsikð Þdx

þ 1� qik

2p

Z 1

�1
Bik xð Þ � ejx sþDsikð Þdx: ð17Þ

Aik xð Þ is a real positive function of x, whose value is not 1 in this
case because the numerator is not equal to the denominator.
Aik xð Þ � ejxDsik is a Fourier transform with linear phase. Therefore,
the component of Rr

ik sð Þ corresponding to its inverse transform will
be a symmetric signal around s ¼ Dsik [chap.5][43]. In other words,
the ideal delayed impulse d s� Dsikð Þ is widened as an effect of
reverberation. On the opposite, Bik xð Þ is a complex-valued function
of x. Therefore, the inverse Fourier transform of Bik xð Þ � ejxDsik may
be asymmetric and may include several peaks in the time domain.
Thus, a second effect of reverberation is the loss of symmetry in the
GCC around s ¼ Dsik, and the emergence of secondary peaks.

Note that the relevance of the term including Bik xð Þ diminishes
as qik approaches 1, and that Aik xð Þ also becomes closer to 1 in this
event. Therefore, the impact of reverberation on the GCC is
expected to become worse as the distance between microphones
increases. This behavior is opposite to that of the DOA estimation
error due to signal sampling (recall Fig. 2). Thus a compromise
value for microphone distance has to be carefully chosen to keep
both effects bounded.
3. SRP maps with spatial diversity

When the GCC-PHAT functions (7) corresponding to all possible
microphone pairs within a given array are available, the corre-
sponding SRP map P ~rð Þ can be built as [9]:

P ~rð Þ ¼ 2p
XK
i¼1

XK
k¼1

Rik sk ~rð Þ � si ~rð Þð Þ ð18Þ

¼
XK
i¼1

XK
k¼1

Z 1

�1

Mi xð ÞM�
k xð Þ

Mi xð ÞMk xð Þj j � e
jx sk ~rð Þ�si ~rð Þð Þdx;

where K is the number of microphones, ~r is the geometrical posi-
tion, and si ~rð Þ, or sk ~rð Þ, is the propagation delay between position
~r and the ith, or kth, microphone. It is well known that this
sample-and-sum process can lead to localization errors due to the
frequency aliasing problem that was already discussed in [44]. In
low-noise and reverberant conditions P ~rð Þ can be interpreted as a
log-likelihood function of the position of the acoustic source [15].
Consequently, the best estimate for such position is:

~rs � argmaxP ~rð Þ: ð19Þ

Note that this log-likelihood function results from the addition of
terms that can be interpreted as the log-likelihoods of the source
positions obtained from the information available in each pair of
microphones i; kð Þ. According to the reasoning in the previous sec-
5

tion, these additive terms Rik sk ~rð Þ � si ~rð Þð Þ have the following
characteristics:

� The reliability of each term as a likelihood function strongly
depends on the distance between microphones dik: the shorter
the distance, the higher the correlation between reverberant
responses qik and consequently, the smaller the widening of
the main peak of the GCC and the lower the chance of secondary
peaks emerging. This effect is illustrated in Fig. 1 for two differ-
ent microphone distances. It can be seen that in the case of the
shorter distance the main peak of the reverberated GCC
matches the main peak of the anechoic case corresponding to
the true TDOA. Secondary peaks have emerged due to the pres-
ence of reverberation, but they do not exceed the height of the
main peak. In contrast, for longer microphone distances the
height of secondary peaks may exceed that of the main peak,
which may even disappear. This results in an evident degrada-
tion of the GCC as an estimator of TDOA.

� When several terms corresponding to microphone pairs i; kð Þ
with qik values near 1 are added, the log-likelihood of the true
source position should be increased due to the addition of the
peaks corresponding to the first term in (17), the one associated
to Aik xð Þ.

� However, if the same microphone pairs are in nearby positions,
the values corresponding to the second term in (17), the one
associated to Bik xð Þ, should not be expected to be independent
among them, since the function Hr

s;i xð Þ will be similar for all
pairs. This implies that secondary peaks and other distortions
appearing in the GCC due to reverberation are not likely to be
canceled by adding terms corresponding to different micro-
phone pairs; instead, they might be reinforced.

Therefore, the strategy for selecting the additive terms in (18)
should be two-fold. On the one hand, microphone pairs with the
lowest possible distance between microphones dik are preferred,
as they yield the lowest distortions in the GCC due to reverbera-
tion. On the other hand, if the summation includes terms corre-
sponding to diverse microphone pairs placed at distant positions,
the distortions in the GCC due to reverberation are more likely to
be compensated when adding these terms. In other words, being
P ~rð Þ the SRP map corresponding to one microphone array and
one sound signal generated at a certain source position, and being
Q ~rð Þ the SRP map corresponding to another array and the same
sound source, our hypothesis is that:

� The log-likelihood functions of the source position P ~rð Þ and Q ~rð Þ
are distorted by reverberation, and such distortions can be min-
imized by reducing the distance between the microphones in
the corresponding arrays. An example of this effect is repre-
sented in Fig. 3, where the maximum peak of the SRP-PHAT
map using an array with a short microphone distance is near
the actual position of the sound source. However, when the
microphone distance is increased, the lack of correlation
between the reverberation components of both acoustic chan-
nels results in a distorted SRP-PHAT map that whose maximum
is far from the position of the sound source.

� The distortions experienced by P ~rð Þ and Q ~rð Þ are more indepen-
dent among them as the distance between both arrays becomes
longer, so P ~rð Þ þ Q ~rð Þ is a less distorted log-likelihood function
than either P ~rð Þ or Q ~rð Þ. Fig. 4 shows the case of SRP-PHAT maps
corresponding to two separated arrays. While the maximum
value of each map does not provide a good estimate of source
position, the addition of both SRP-PHAT maps reinforces the rel-
evance of the GCC peaks corresponding to the actual TDOAs,
and diminishes the relevance of spurious peaks.



Fig. 3. SRP-PHAT maps generated for a small (left) and a large (right) microphone array. The red points indicate the simulated microphone positions, the filled triangles mark
the simulated source position, and the empty triangles show the estimated sound source position. This is a 2D representation at the height of the estimated position. The
simulated room has a reverberation time equal to 1.8 s.

Fig. 4. SRP-PHAT maps generated for two different small microphone arrays (left and middle), and the SRP-PHAT map resulting from combining the previous ones (right).
Simulation conditions are the same as in Fig. 3.
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4. Simulations and results

4.1. Acoustic environment

The hypothesis stated above was evaluated by running a set of
experiments similar to those reported in [44]. The acoustic envi-
ronment consisted of a 8 m� 10 m� 4 m room in which wave
propagation was simulated using the image method proposed by
Allen and Berkley in [45], as implemented in Matlab� by Habets
[46]. The absorption coefficients of the walls were adjusted using
Sabine’s formula (12) to yield reverberation times from 0 to 2 s
in 0.2 s steps. The sound speed was assumed equal to 343 m/s.

4.2. Audio events

1000 uniformly distributed source positions were randomly
selected inside the room. Four sound events were simulated at
each source position, thus generating a total of 4000 simulated
sound events. The sound source signals corresponded to the door
slam, keys dropping, phone ringing and speech events from the
database of the DCASE 2016 Sound event detection in synthetic audio
task [47]. These events were selected because they have different
shapes in their spectra [48]: noisy non-harmonic low-pass (door
slam), harmonic low-pass with resonances (speech), noisy flat
(keys dropping), and harmonic with flat envelope (phone). For each
event, signals were randomly selected among all available for the
same type of event. The signal bandwidth was assumed to be
between 100 Hz and 6000 Hz, since the signal-to-noise ratio
6

beyond 6000 Hz is poor for most of these signals [48]. In all cases,
the sound signals were digitized with 16 bits per sample at a rate
of 44100 samples per second. The duration of the recordings ran-
ged from 0.13 s to 3.34 s. Since the focus of this research is rever-
beration, no additional background noise was added to the utilized
audio recordings.

4.3. Microphone arrays

Simulations were carried out for two different microphone
arrays. Both were formed by 4 microphones placed in the corners
of a regular tetrahedron whose central point was located at the
center of the room (see Fig. 5, up). This number of microphones
was selected because it is the minimum needed to allow the local-
ization of the sound source in three dimensions using SRP-PHAT.
The length of the tetrahedron edges was 0.5 m in one case (small
array) and 3 m in the other (large array). For some experiments,
two arrays were simulated simultaneously. In those cases, both
arrays were placed symmetrically with respect to the center along
the length of the room (see Fig. 5, down).

4.4. Signal processing

The audio signal corresponding to each event in the database
was processed as follows. First of all, sound activity detection
was performed, as suggested in [27]. Specifically, the audio sig-
nal was split into 50 ms frames, and the average power was cal-
culated for each frame. The frame that produced the highest



Fig. 5. Array topology and position within the simulated room (up), and relative array orientations when two arrays are simulated simultaneously (down).
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average power was selected as the reference one, and all frames
with an average power below 10 % of that reference were classi-
fied as silent frames. Only non-silent frames underwent subse-
quent processing.

Consecutive audio frames with average power above the
threshold were concatenated after activity detection to gener-
ate audio segments. Sound source localization based on SRP-
PHAT maps was carried out for each of these segments, with
the map function P ~rð Þ (18) being evaluated in the nodes of a reg-
ular grid with a sampling distance equal to 0.5 m. In the refer-
ence or standard set-up, the simulated microphone signals mi tð Þ
corresponding to each audio event and each microphone posi-
tion were used for calculating P ~rð Þ. The band limitation scheme
described in [44] was applied to avoid spatial aliasing.

Among all the approaches proposed so far to improve localiza-
tion performance in reverberant environments, and mentioned in
Section 1.2, the next two were chosen and simulated according
to the criteria of not requiring any a priori information about the
acoustic environment, not involving iterative processes, and not
being specifically suited to any signal type:

Cepstral prefiltering proposed in [16] for equalizing the effect
of the acoustic channels hs;i tð Þ on microphone signalsmi tð Þ. Cep-
stral prefiltering was configured according to the values recom-
mended in [16] for static sources: splitting audio segments into
frames with duration equal to 0.6 s, using non-overlapped rect-
angular windows, and setting the memory parameter to 0.06. If
the simulated audio segment was shorter than 0.6 s, then we
used a frame length that corresponded to the half signal
duration.
Averaging along several frames the GCC Rik sð Þ estimated for
each microphone pair [13]. For averaging, each audio segment
was split in 25 ms frames with a 50% overlap between consec-
utive frames.
7

4.5. Results

The Euclidean distance between the estimated and the actual
source position, i.e. the localization error, for each of the 4000 sim-
ulated events was chosen as the performance indicator for each
sound source localization approach. The evolution of the median
localization errors with reverberation time is depicted in Fig. 6
for both the small and the large arrays in Fig. 5 (up), and for each
one of the signal processing approaches mentioned before: stan-
dard, with cepstral prefiltering, and with GCC averaging. Note that
the 99% confidence intervals for these median values are very small
compared to the scale of the plots: less than �0:12 m for the small
array, and less than �0:20 m for the large array.

The effect of introducing spatial diversity was analyzed by car-
rying out simulations with two small microphone arrays instead of
a single one. Both arrays had the same topology, although they
were oriented symmetrically (see Fig. 5, down). Localization per-
formance against reverberation was evaluated for inter-array dis-
tances ranging from 0 m to 5 m. As before, the median
localization error was used as a performance indicator for each
configuration. The results are plotted in Fig. 7. The performance
of a single array including all 8 microphones in the same positions
as in the case of two arrays sharing the same center has also been
included in the plot for reference purposes. In this case, only the
standard algorithm was simulated. The 99% confidence intervals
for these median values are less than �0:05 m in all cases.
5. Measurements and results

5.1. Measurements

In order to validate the previous simulated experiments, real
recordings were performed using a set-up similar to that of the



Fig. 6. Median localization error as a function of reverberation time for the small (left) and the large (right) arrays. 99% confidence intervals for the median were shorter than
�0.12 m for the small array, and shorter than �0.20 m for the large array.

Fig. 7. Median localization error as a function of reverberation time for a small
array with 8 microphones and for two small arrays of 4 microphones at several
distances. 99% confidence intervals for the median were shorter than �0:05 m in all
cases.
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simulation experiments. In this case, an empty quiet office of
dimensions 7:05 m� 5:64 m� 2:84 m and a reverberation time
of 0.7 s was selected as the recording environment. The acoustic
signals were captured by 8 microphones arranged in two different
microphone arrays of tetrahedral shape with side length equal to
0:5 m (small array). The acoustic signals were captured using
Superlux ECM99 omni-directional condenser microphones and a
Behringer UMC1820 audio interface. The selected audio events
were the same as in the simulation, played using a Yamaha Msp5
speaker. In the same way as the simulations, no background noise
was artificially generated.

The placement of the microphones and the speaker was per-
formed using an OptiTrack system made up of four Flex 3 cameras.
This allowed us to cover a region of 4 m� 4 m� 2 m with a cali-
bration error of 0:681 mm. In this case, the signal processing was
the same as in Subsection 4.4, except for the regular grid size,
which was set to 0.1 m as the evaluated space was smaller. For
8

each microphone array configuration, 40 source positions were
distributed uniformly in the horizontal plane considering two pos-
sible heights, resulting in 80 sound source positions. Taking into
account that 4 audio events were generated per each position, that
made a total of 320 different recordings for each microphone array
arrangement.

5.2. Results

Results plotted in the following figures show the whole distri-
bution of localization errors for each case. These distributions are
represented using box plots. The segment at the center of each
box marks their median value, while the width of the notch around
each median value indicates its 95% confidence interval. Lower and

upper box limits correspond to the 25th and 75th percentiles,
respectively. The length of the whiskers (dashed lines) is 1.5 times
the inter-quartile difference, and values beyond the whiskers may
be considered outliers. Fig. 8 shows the distribution of localization
errors for one array (4 microphones) and the same algorithms as in
Fig. 6.

Similarly as in the case of the simulated experiments, the effect
of introducing spatial diversity was analyzed by using all 8 micro-
phones arranged in a single array, and in two arrays with a growing
distance between them. In this case, the scenario that considered a
5 m distance between array centers was not feasible due to the
dimensions of the room. The localization performance is repre-
sented in Fig. 9.

6. Discussion

Regarding the proposed techniques for facing reverberation
effects, it is shown in Fig. 6 that the cepstral prefiltering technique
enhanced localization accuracy when the reverberation time was
longer than 0.6 s and 0.4 s for the small and the large array, respec-
tively. Despite that, the improvement in the median localization
error was not greater than 0.1 m. On the contrary, the GCC averag-
ing degraded significantly the performance of the algorithm for the
small array scenario when the reverberation time was longer than
0.6 s. Therefore, there seems to be no advantage in splitting audio
segments into short frames to perform GCC averaging afterwards.
However, cepstral prefiltering provides some improvement in per-
formance, though such improvement may not be relevant enough
to justify the additional computational effort required.



Fig. 8. Distribution of localization error for the small array using the standard SRP-
PHAT, the averaging and the cepstral prefiltering techniques in a real room with a
reverberation time of 0.7 s.

G. García-Barrios, E. Latorre Iglesias, J.M. Gutiérrez-Arriola et al. Applied Acoustics 202 (2023) 109138
Localization based on real measurements confirmed this trend
(Fig. 9). Note that the RT of the room (0.7 s) corresponds to the
point in Fig. 6 where performances begin to differ, but they are still
similar. Fig. 8 shows that the median localization errors for all
three methods do not differ significantly, although cepstral pre-
filtering provides a slightly lower value. In addition, the magnitude
of localization errors for both measurements and simulations is
similar, which suggests the validity of results obtained after
simulation.

Incidentally, both plots in Fig. 6 show that the degradation of
localization performance in reverberant environments mainly hap-
pens for reverberation times over 0.4–0.6 s. This suggests the lim-
ited value of studies in which measured or simulated reverberation
does not go beyond this limit, as pointed out in Section 1.3.

Regarding the size of the array, ergo the inter-microphone dis-
tance, it is shown that the large array performed slightly better
than the small one for short reverberation times. In fact, for ane-
choic conditions, the median error of the standard algorithm was
0.64 m for the large array and 0.73 m for the small one. This is con-
sistent with the plot in Fig. 2 indicating that larger microphone dis-
tances imply improved angular resolutions, thus lower localization
errors. However, for longer reverberation times, the lower correla-
tion between acoustic channels qik (14) in the large array has a
negative impact on localization performance, as indicated in (17),
which completely masks the improved angular resolution. Conse-
quently, small arrays seem to provide performances more robust
to reverberation, even if they have poorer angular resolution.
Fig. 9. Distribution of localization error for a small array with 8 microphones and fo
reverberation time of 0.7 s.

9

From another point of view, if we consider the length of the
diagonal of a cubic grid (0:5 �

ffiffiffi
3

p
� 0:87 m), when errors are below

this value, it means that the algorithm is estimating the source
position with an error that is less than the largest distance between
adjacent points in the SRP map grid. For the small array, this hap-
pens in the majority of cases for reverberation times up to 0.8 s
approximately, while the large array yields larger errors for rever-
beration times larger than 0.2 s.

Given the limited improvement achieved with strategies such
as cepstral prefiltering, and considering the reasoning exposed in
Section 3, the potential impact of spatial diversity was assessed
by analyzing the performance of combining SRP-PHAT maps from
two different arrays, so referred as P ~rð Þ and Q ~rð Þ in Section 3. The
results plotted in Fig. 7 show that using two arrays instead of
one provides a relevant improvement in performance with respect
to the single array case.

At first sight, one may reasonably argue that the main improve-
ment comes from the fact of using 8 microphones instead of 4. In
fact, the graph labeled as ‘‘8 mics” in Fig. 7 shows the performance
of an 8 microphone array that has the topology shown on the left of
Fig. 5 (down). This performance is significantly better than that of a
single 4 microphone array (Fig. 6). When the 8 microphones are
organized into two arrays, separated 0 m, two different SRP maps
are computed, one per array, and later summed to produce the
resulting map. In this last case, there is less information about
the true contribution of the sound source for the SRP map estima-
tion as the number of microphones is 4, and the GCCs for some
microphone pairs are not considered. Consequently, the perfor-
mance worsens when the microphones are separated into two
arrays.

However, as the distance between microphone arrays increases,
the localization error decreases for all simulated reverberation
times. When the distance between arrays was 5 m, the reduction
of the median error was between 0.4 m and 0.5 m approximately
compared with the case with no separation between arrays. In this
case, advantage is taken from a short distance between micro-
phones in each array, and a large distance between microphone
arrays. Then, the calculated GCCs of each array avoid the arising
of secondary peaks, and the distortion between both SRP maps is
more independent proving the analysis performed in Section 3.
Note that for the lowest relevant frequency of the simulated events
(100 Hz, see Subsection 4.2), the value of kd for 5 m is approxi-
mately 9.16. For values above that one, qik in (14) does not reach
values over 0.13, which implies that only some limited reduction
in its value can be expected by increasing the distance between
arrays.
r two small arrays of 4 microphones at several distances in a real room with a
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Similar results can be observed for the real experiments (view
Fig. 9). On the one hand, there is a little worsening of results when
the 8 microphones are arranged into two arrays placed around the
same point, instead of a single array. The magnitude of this wors-
ening is approximately 0.1 m in the median error, and the differ-
ence between both cases is in the limit of statistical significance.
However, when the distance between microphone arrays increases
the median error is significantly reduced. Specifically, there is a
reduction in the median error of 0.44 m between the arrays sepa-
rated 3 m and those centered around the same point. The magni-
tude of this improvement is in the same range as that plotted in
Fig. 7. When the arrays are separated 1 m, some significant
improvement is obtained, but lower than when separation is
3 m. The only atypical behavior is the case of the arrays separated
2 m, which produces worse results than when separation is 1 m,
although a significant improvement is obtained with respect to
the case of no spatial diversity (0 m separation). We attribute this
atypical behavior to the specific acoustic characteristics of the
room.
7. Conclusions

Several approaches have been proposed so far for reducing the
negative impact of reverberation on the performance of sound
source localization systems inside a room. However, many of them
have been tested in reverberant environments with short reverber-
ation times, typically below 0.6 s, which are not representative of
real acoustic environments.

An alternative approach to increase the robustness against
reverberation is proposed using two microphone arrays and
exploiting the spatial characteristics of the acoustic channels. A
theoretical analysis has shown that reverberation affects more
large microphone arrays than smaller ones, and combining the
information obtained from diverse arrays may be advantageous.
The performed simulations using 4000 audio events with different
lengths and spectral shapes and two arrays with four microphones
have confirmed the achieved theoretical conclusions showing that
smaller arrays significantly outperform large ones for reverbera-
tion times above 0.4 s. Although the median error of source local-
ization shows more robustness when the number of microphones
of a single array is increased from four to eight in the simulations,
the most relevant results show that separating the two arrays is
more advantageous than simply adding more microphones to a
single array. Localization results obtained after real measurements
confirm the same conclusions.

This study shows that combining information from several
arrays, thus taking advantage of spatial diversity, provides more
robust sound source localization estimates in reverberant condi-
tions; this approach being easier to apply than increasing the com-
plexity of the signal processing algorithms aimed at reducing the
impact of reverberation on the audio signals. Such a combination
of information can be implemented through the addition of the
SRP maps corresponding to all microphone arrays. The size of each
array should be chosen so that the correlation coefficient among
the acoustic channels is as close to one as possible, while the dis-
tance between the arrays should be decided so that the same coef-
ficient is as low as possible.
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